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Sandia
A Tensor is an Multi-Way Array L=

1st-order Tensor 2"d-order Tensor 3rd_Order Tensor 5th-Order Tensor
(vector) (matrix)

4th-Order Tensor I

X X X %
/
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Tensors Come From Many Applications

= Chemometrics: Emission x Excitation x Samples
(Fluorescence Spectroscopy)

= Neuroscience: Neuron x Time x Trial

= Criminology: Day x Hour x Location x Crime
(Chicago Crime Reports)

= Machine Learning: Multivariate Gaussian
Mixture Models Higher-Order Moments

" Transportation: Pickup x Dropoff x Time (Taxis)
= Sports: Player x Statistic x Season (Basketball)
= Cyber-Traffic: IP x IP x Port x Time

= Social Network: Person x Person x Time x
Interaction-Type

= Signal Processing: Sensor x Frequency x Time
= Trending Co-occurrence: Term A x Term B x Time
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Tensors Come From Many Applications

@ Sandia
National e
Laboratories V=

Chemometrics: Emission x Excitation x Samples
(Fluorescence Spectroscor

Neuroscience: }

Criminology: [

(Chicago Crime . .
Machine Lear Tensor Decomposition Finds

Mixture Mode Patterns in Massive Data

Transportatio

Sports: Player (Unsupervised Learning)

Chemometrics

Cyber-Traffic:

Social Networ
Interaction-Type

Signal Processing: Sensor x Frequency x Time
Trending Co-occurrence: Term A x Term B x Time
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Tensor Decomposition Identifies Factors @“"“’“’“"‘es

Data CP Model Sum of r Outer Product Tensors Factor Matrices

' 4 /7 7 L
X <:> X = * +oo <gefinedb¥> A Ay o Adt

X c Rn1><n2><---><nd_|_1 [[AleQ’ o 7Ad+1]] c RTL1XTL2X°--><nd+1 Ak c RnkX’r‘

Model Rank

10/6/2020 Kolda - Sayas Seminar



CP First Invented in 1927

Frank Lauren Hitchcock
MIT Professor
(1875-1957)

THE EXPRESSION OF A TENSOR OR A POLYADIC AS
A SUM OF PRODUCTS

By Fraxx L. Hitcrooek

1. Addition and Multiplication.

Tensors are added by adding corresponding components. The
product of a covariant tensor A;L..,'p of order # inio a covariant
tensor By ,,..4, ,, of order g is defined by writing

A Bl oy =G i M
where the product C;..5 . is a covariant tensor of order p+g.
When no confusion results indices may be omitted giving

AB=C (12

equivalent to the n° ™ equations (1). Boldface type is convenient
for indicating that the letters do not denote merely numbers or
scalars. Products of contravariant and of mixed tensors may be
similarly defined.

A partial statement of the problem to be considered is as follows:
to find under what conditions a given tensor can be expressed as
a sum of products of assigned form. A more general statement
of the problemn will be given below,

2. Polyadic form of a tensor.
Any covariant tensor A,‘1 ..4, can be expressed as the sum of
a finite number of tensors each of which is the produet of p covari-

ant vectors,
i=h
Niip = 2 84548540 A @
where a,j, ¢, cte., are a set of ip covariant vectors. When the in-
dices #; * - 7, can be omitted this may be written
j=h
A'=j2‘-1a;jag_j - ap;. (2.}

The right member is now identical in appearance with a Gibbs

Sandia
National
Laboratories

F. L. Hitchcock, The Expression of a Tensor or
a Polyadic as a Sum of Products, Journal of
Mathematics and Physics, 1927

2. Polyadic form of a tensor.
Any covariant tensor A; ..
a finite number of tensors each of which is the product of  covari-

ant wvectors,

can be expressed as the sum of

i=h
iy = S AR, A, 2
J =

where a;; 5, etc,, are a set of hp covariant vectors. When the in-

dices 1; * * 7, can be omittzd this may be written
F=h
A= .Sla,jagj e apj. _ (2,)
J =
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CP Independently Reinvented (twice) in 1970

PSYCHOMETRIKA—VYOL. 35, No. 3
seprEMuEs, 1970

ANALYSIS OF INDIVIDUAL DIFFERENCES IN MULTIDIMEN-
SIONAL SCALING VIA AN N-WAY GENERALIZATION OF
“ECKART-YOUNG" DECOMPOSITION
J. Dovaras CarrouL AND Jia-Jie CHANG
BELL TELEPHONE LABORATORIES
MURRAY HILL, NEW JERSEY

An individual differences model for multidimensional scaling is out-

luwd in which i are dxﬂ to weight the several

of a “psychologi s})ua".A ponding method
of analyring si vy raitact T of
“Eckart-Young uulym" to doeomposlmn of dueo-ny (or ludnr -Way )

nb]qlnthopmentom(hndmmpouuonunpphudml ived three-

table of scalar pmdueu between stimuli for individuals. Thn .nnlyul
yl ds & uumulua by dunenmom coordinate matrix and a subjects by dimen-
sions matrix of weights. This method is illustrated with data on auditory
stimuli and on perception of nations.

There has been an interest for some time m the quest.lon of dealmg
with individual diff among subj in
on which a multidimensional scaling of stimuli is to be based. Kruslml [1968]
and McGee [1968] have both incorporated different ways of dealing with
individual differences into their scaling procedures. Tucker and Messick
[1963] proposed an approach, which they called “Points of view analysis,”
which is probably the most mdely used method for dealing with such individ-
ual diff In this meth ions are first computed between
subjeo'.s (based on their similarity judgments) and the resulting correlation
mut.nx is factor a.nalyzed to pmduce a subject space. One then looks for
of subjects in this subject space, and if such clusters are found
proceeds in one way or another to define “idealized” subject:
to cl (The “idealized subject” for a ngen cluster may be deﬁned for
example, by finding the pattern of similarity ng to a
hypothetical subject at the cluster centroid, by ohoomng the wtual subjecl.
closest to that centroid, or, most simply, by averaging the similarity judg-
ments for subjects in the given cluster.) The similarities for these “idealized
subjects” are then, individually and independently, subjected to multi-
dimensional scaling.
This h has been criticized by a ber of people, most recently
by Ross [1066] (see CIiff, 1968 for a reply to Ross’s criticism and a further
ion of the “idealized individuals” interpretation of “Points of view
253

Richard A. Harshman
Univ. Ontario
(1943-2008)

In 2 Henk Ki
GG\l aIVIFINININelY " 2000 Henk Kiers proposed
this compromise name
! : 2010: Pierre Comon, Lieven DelLathauwer,
CP: Canonical Ponadlc and others reverse-engineered CP,

revising some of Hitchcock’s terminology

J. Douglas Carroll
Bell Labs
(1939-2011)

Jih-Jie Chang
Bell Labs
(1927-2007)
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PARAFAC: Parallel Factors

NOTE: This ipt was originally published in 1970 and is reproduced here to make it

more accessible to interested scholars. The original reference 1s

Harshman. R. A. (1970). Foundations of the PARAFAC procedure: Models and conditions for
an “explanatory” multimodal factor analysis. UCLA Working Papers in Phonetics. 16. 1-
84, (University Microfilms, Ann Arbor, Michigan, No. 10,085).

FOUNDATIONS OF THE PARAFAC PROCEDURE: MODELS AND CONDITIONS

FOR AN "EXPLANATORY" MULTIMODAL FACTOR ANALYSIS

by
Richard A. Harshman

UCLA
Working Papers in Phonetics
16

December, 1970

Many thanks to the following persons for helping me learn about Jih-Jie Chang: Fan Chung, Ron Graham, Shen Lin (husband), May Chang (niece), Lili Bruer (daughter).
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Example Sparse Multiway Data: Reddit

= Reddit is an American social news aggregator, web content rating, and discussion website
= A “subreddit” is a discussion forum on a particular topic
= Tensor obtained from frost.io (http://frostt.io/tensors/reddit-2015/)

= Built from reddit comments posted in the year 2015 For perspective, chance of
being struck by lightening

. in your life = 1 in 10°
Reddit Tensor N
8 million users 4.7 billion non-zeros (>1 in 10°)

200 thousand subreddits 106 gigabytes
8 million words

~

= Users and words with less than 5 entries have been removed

J

4
%,

Subreddit

[ x(i,j, k) =log (1 + the number of times user i used word j in subreddit k) }

u
ser Used arank r = 25 decompsition

Smith et al (2017). “FROSTT: The Formidable Open Repository of Sparse Tensors and Tools”
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Interpreting Reddit Components aboratores

Reddit Tensor Component 6 Largest entries,

6_—

Z Z Z in absolute value
1 ] ] Top WOrds .
Compute 4o+ p— Frjr?grpz’el ]
= Top Subreddits 1 dont ]
rank r=25 : ‘ one ]
worldnews B thﬂ;
i ma ]
Model ’ todayiloamed ] 09 % ]
AskReddit b countri b
L news b out b
= unitedkingdom 1 0.8 up )
canada 4 thingf————— 1] 1
technology 4 evenf_____ ] b
pics ] . be :
australia 1 right £ 7
. . o poliics Color-coded - use ]
~ atheism 7 i B
variance explained = 6% Largest of 200K Futuroiogy ] 105 on ]
ukpolitics by Overa” 1 much 4
entries science ] want Color-coded -
’ frequency T} | °° im ]
8000 ' ' in absolute value syranciwar 1 e byoverall -
. . socialism ] 0.4 wayE ] )
7000 Relative Weights of | nde f =———  frequency |
lenin 11re 1 — ]
6000 - 25 Components - SubreddtDram . how E——1 ]
personalfinance b = il
UkrainianConflict b 0.2 those % i
5000 [ R Documentaries J need E i
Economics il well :I ‘ .
Scotlond 1 01 0 0.05 0.1 0.15 0.2
4000 | 7 polandball e
3000 | ] 0 02 04 06 08 1 | L ——
2000 | i
1000 - ] Largest of 8M entries, 005 : ‘ ‘ —1op 1000 Users ‘ : :
. in absolute value
0 5 10 15 20 25 % 100 200 300 400 500 600 700 800 900 1000
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Example Reddit Components Include Rare
Words Apropos to High-Scoring Reddits

Component #6: International News

Sandia
National
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Component #8: Relationships

Top Subreddits Top Words ;
T T T T
worldnews 1 peopl 7
europe more b
todayilearned b dont b 0.9
AskReddit A one A
news 1 think b
unitedkingdom make q 0.8
canada A go A
technology - countri b
pics b out 7 107
australia A up A :
politics 4 thing 1 8
atheism 4 evenfE____ ] b
Futurology . bep ] . 106
ukpolitics b right £ 1
science A use A
conspiracy b time b 105
videos 4 know b
syriancivilwar 1 much !
socialism 41 want b ~04
india b im 7
Israel b that 1] .
nottheonion 4 mean ] b 03
dataisbeautiful 4 wayp ] . ‘
SubredditDrama A see £ A
personalfinance 4 realli % .
UkrainianConflict 4 world b 0.2
Documentaries 4 takep 1 .
Economics 4 nowf________ ] 1
1AMA 4 those ] 7 0.1
Scotland 4 needp ] .
polandball 4 wellE——— 7] :
. . . . . . . 0
0 0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users
0.05 T T T T T
0
0 100 200 300 400 500 600 700 800 900 1000

Top Subreddits Top Words ;
T T T T
relationships dont b
relationship_advice N go N
TwoXChromosomes b out b 0.9
raisedbynarcissists A up A
sex 1 want 1
AskReddit 1 think A 0.8
personalfinance 4 know -
legaladvice -1 thing b
childfree 1 need 107
offmychest b time b :
Parenting b feel b
TForceNetwork I -4 make .
funny 1 peopl A 106
ApplyingToCollege retationship b
weddingplanning b im 7
JUSTNOMIL b one A 105
OkCupid 1 more b
TrollXChromosomes N your | 1
AskWomen | . be ] . 104
dogs I b seef ] .
MakeupAddiction | 1 realli A
videos - doesnt £ b 0.3
TheRedPill 1 work | N ’
tifu even [ A
SkincareAddiction way 1
PurplePillDebate | 4 friend 1 0z
AskMen | 8 tri .
Frugal | 8 tell .
femalefashionadvice } Jsomeon b 0.1
BabyBumps | b talk .
todayilearned } 1 someth A
1 1 1 L 1 L L 0
0 0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users
0.05 T T T T
0
0 100 200 300 500 600 700 800 900 1000
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Example Reddit Components Include Rare
Words Apropos to High-Scoring Reddits

Component #9: U.S. Politics (2015)

Component #11: Sports

Sandia
National
Laboratories

Top Subreddits Top Words ;
T T T T
politics 1 peopl A
SandersForPresident b dont b
atheism 1 more b 0.9
PoliticalDiscussion A one A
technology 1 think 1
AskReddit b up q 0.8
explainlikeimfive 1 make A
AdviceAnimals A go b
changemyview b out b J07
Libertarian A im A :
Economics 4 orght 1 8
todayilearned 4 evenf_____ ] A
Conservative 1 much E b 106
europe 1 state b
pics b vote !
conspiracy 1 thing b 105
WTF b want b
gaming 7 time 7
Showerthoughts 1 know A 04
TrueReddit I . thatE———— 1] .
aifs I b be ] b
bestof 1 those E ! 0.3
Futurology - doesnt £ J ’
worldnews need L b
science 1 work k£ A
tifu A take f ] A 0.2
Anarcho_Capitalism | 1 way ;I 1
Android I 8 use .
DebateReligion | 4 actual ] b 0.1
lostgeneration | 4 mean ] 4
progressive | 8 seef ] :
. . . . ! . . 0
0 0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users
0.05 T T T T T
0
0 100 200 300 400 500 600 700 800 900 1000

Top Subreddits

Top Words

nba 4 game A
nfl 1 team 7
fantasyfootball b play b 0.9
hiphopheads A up A
baseball 1 think b
chicagobulls 1  dont q 0.8
clevelandcavs A year A
warriors - player b
CFB b one 7 107
CollegeBasketball b go b :
lakers 1 good b
NBAZ2k ! im b
bostonceltics 41 more A 106
heat b out b
rockets A he A
NBASpurs b time ! 105
NYKnicks 1 make A
sixers 1 realli g !
suns | . seefp ] . 104
LAClippers 1 4 evenf___ 1] .
BlackPeopleTwitter | b guy ] A
Browns 4 know E . 03
AdviceAnimals -|  better £ N ’
Fitness 4 onowpE______ 1] b
Thunder ! look E 1
hockey | 4 muchf ] y 0.2
islam 8 that E .
AtlantaHawks } . fan 8
sports | 1 peopl A 0.1
MMA | 4 point E .
DetroitPistons | b stil 7] .
1 1 1 L 1 L L 0
0 0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users
0.05 T T T T T
0
0 100 200 300 400 500 600 700 800 900 1000
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Example Reddit Components Include Rare
Words Apropos to High-Scoring Reddits

Component #15: Wrestling

Sandia
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Laboratories

Component #18: Soccer

Top Subreddits Top Words ;
T T T T T
SquaredCircle match A
MMA b one b
SquaredCirclejerk i . out . 0.9
baseball 1 think A
comichocks b up 1
WWE go 1 0.8
hiphopheads - dont -
movies A im A
WWEGames 1 wwe 7 J107
TwoBestFriendsPlay A time A :
television | - show 8
PS4 } A guy A
wwenetwork A see A 106
StarWars | - make 8
SubredditDrama | 1 more !
metalgearsolid | 1 realli g A 105
TumblrinAction } 4 look T .
fantasyfootball | 1 good E b
CasualConversation | 1 peopl 9 04
gamegrumps | 1 know 4
amiibo | b he .
Games | 1 wrestl ! 0.3
magicTCG | 7  overg ! ’
Smite | 4 nowpE____ 1] .
FlashTV | 4 yearf_____ ] -
arrow | 4 wantf_____ ] : 0.2
nrl | - evenE______ 1] .
xboxone | 8 that__ ] .
hockey | b bep ] b 0.1
Boxing | 4 thingE——_ ] 4
dbz | 4 waypf ] 1
) . . ‘ \ ‘ ‘ 0
0 0.2 04 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users
0.05 T T T T T
0
0 100 200 300 400 500 600 700 800 900 1000

Top Subreddits Top Words ;
T T T T
soccer - player A
reddevils b play ] 1
Gunners 1 team b 0.9
FIFA b one b
LiverpooclFC b dont 1
MLS 4 game ] 9 0.8
chelseafc 4 think A
unitedkingdom A up b
NUFC 1 more 1 107
Barca 4 good ] - :
europe b time b
ukpolitics 4 yearE____ ] B
MMA 1 wel ] 1 106
coys b go b
FantasyPL 1 make 7
hiphopheads 7 out ! 105
footballmanagergames b he b
MCFC 4 reali BT B
realmadrid I B im E 104
Cricket i A seef ] A
videos I b look ] .
CFB 1 know b 0.3
SaintsFC 4 evenf______ ] A ’
news 1 leagu A
Parliamodicalcio 1 peopl b
hockey | 4 muchbE——— ] . 0.2
AdviceAnimals | -4 goal 8
todayilearned | 8 fan .
formulat 4 club . 0.1
peloton | b that [ .
fantasyfootball | b stll 7] b
1 1 1 L 1 L L 0
0 0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users
0.05 T T T T T
0
0 100 200 300 400 500 600 700 800 900 1000
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Example Reddit Components Include Rare
Words Apropos to High-Scoring Reddits

Component #19: Movies & TV

Sandia
National
Laboratories

Component #18: Computer Card Game

Top Subreddits Top Words ;
T T T T
movies - movi *
television b one b
AskReddit b out b 0.9
StarWars 1 think A
asoiaf b up 1
comicbooks 1 time q 0.8
todayilearned A im A
gameofthrones 1 realli b
anime 1 good 7 J107
marvelstudios 1 go b ’
books b dont b
gaming 1 peopl N
hockey 7  make 7 06
AdviceAnimals 1 more b
CFB A film A
Marvel 1 see b 4105
whowouldwin b look b
Music 1 Kknow !
videos 1 watch B -04
DCcomics 4 evenE__ ] .
flicks 4 thing 1] .
TrueFilm 4 owellp ] b 03
thewalkingdead 4 muchp ] . ‘
AskScienceFiction . fist 1] .

WTF A still £ A
SubredditDrama L1 — . 0.2
arrow < charact E .

Showerthoughts A love £ A
FlashTV 8 that______ ] a 0.1

fxiv 4 greatEl b

StarWarsLeaks 4 wayf ] :

. . . . ! . . 0
0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users
0.05 T T T T T
0

0 100 200 300 400 500 600 700 800 900 1000

Top Subreddits

Top Words

hearthstone A play £ ] A
heroesofthestorm b card b
Wow 1 deck b 0.9
CompetitiveHS 1 game A
magicTCG b one 1
Overwatch 1  dont q 0.8
customhearthstone 1 more A
Games 4 make 4
Smite -1 think B do7
Diablo b time b ’
smashbros b use b
starcraft b out b
AskReddit 4 realli 8 106
pathofexile A im A
DnD 1 good 7
asoiaf - turn b 105
spikes 1 peopl b
xboxone A go 7
Guildwars?2 b up 7 -04
videos 4 evenfE ] .
changemyview b seef ] A
AdviceAnimals - player b ’
ModernMagic well £ A
EDH now b
2007scape 4 stilE . 0.2
whowouldwin B win 5 8
Android A way L A
diablo3 4 wantp ] . 0.1
gameofthrones b that 1 .
SubredditDrama 4 thingE———— 1] b
1 1 1 L 1 L L 0
0 0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users
0.05 T T T T T T
0
0 100 200 300 400 500 600 700 800 900 1000
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Interpretation as Sum of Outer Products @lahmﬂes

Data CP Model Sum of r Outer Product Tensors Factor Matrices

' 4 7 7
X <\,Z‘[> - + 4t <Qefinedb\_/> A Ay .. Agp

X € R xneX--Xd4l [[Al, AQ, - ,Ad+1]] c RM X2 X XTd 41 A, € R™&XT
rod+1 Model Rank
w(it,i2,. .., 0q41) & Z H ar ik, J)
j=1 k=1
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Interpretation as Row-wise Products @labm"es '

. T -I_
Data Factor Matrices 2,02, ige1) Z H (it 7)
il la+1 J=i=d
x <z> Al A o Ady To estimate element (iq, i, ..., iz4+1) Of data tensor
’ L2 e Extractrow i; of A4 —
* Extractrow i, of A, —

X e RMXMaXexmas A e RUXT :

Extractrow iz, of Ayyq ==

Number of tensor elements = [[¢1n,

Multiply extracted rows elementwise =——=

Sum result o

Doing this for every possible combination of rows yields estimates for every element of the data tensor

10/6/2020 Kolda - Sayas Seminar
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Alternating Optimization @ Laboratores

Data

X

&

x c R’)’Ll XNg X XNdg41

Factor Matrices

Ay

A,

A1

Ak c R?’Lk Xr

1 Ng+1 r d+1 2
minz--- Z (m(i1,...,id+1)ZHak(ik,j))

'l:1:]_ id+1=1 j':]_ kzl

= One approach: Alternating Optimization

= Fix all but one factor matrix and solve for
the remaining one
= Solve for Ay, fixing A, through A4
Solve for A,, fixing A; and A5 through A 41

Solve for A, 1, fixing A4 through A4
Repeat until convergence

10/6/2020
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Alternating Optimization Subproblem @ ool (I
is Matrix Linear Least Squares Problem aboratoes

Data Factor Matrices Renamen = Nats 2
A € R™>" ni Ng+1 r d+1
Te1 X712 X - XTg4 . ] . . .
Lek min | > - > ol Sia) 4D ] arli d)
Agpr . .
21:1 ’l,d+1:1 jzl k=1
<l,z> Ay | Az || Adt \/
X
' Re-index to range 1to N = [[%_, ng
. ) d k-1
re-index Fix for (d + 1)**  Unknown =14 Z(ik ~ )T ne
a.k.a. subproblem 1 =1
wfoV
COmb.
: ~~ 3 n
x(/[/la“'azd—l—l) ELC(Z,E) and ©
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Prototypical CP Least Squares Subproblem @ ool (I
is “Tall and Skinny” aboratores

5 min [|ZBT — XT||?
r B
mmz Z Z 2(2,7)b(¢, ) 7 ¢ RNxT BT ¢ R™%" XT ¢ RV*n
=1 =1 7=1
N> rn Unknown | —
Linking to mode-(d+1) B=Ai
least squares subproblem
on prior slide
"= nd+1 | | | |
| | | |
o [ [ [ [
N = H N Khatri-Rao I | I I
= Product Mode-(d+1)
unfolding
Z:Ad®®A1 X:X(d+1)

10/6/2020 Kolda - Sayas Seminar



Structure of Khatri-Rao Product (KRP): @ sanda
Hadamard Combinations of Rows of Inputs

Laboratories Vo

Number of columns is
the same in all input
matrices, but number
of rows varies

A-]_ e Rnl XT

1

KRP of d Matrices:

ZERNXT

d
N = ]j]:le
k=1

Each row of KRP is Hadamard product of
specific rows in Factor Matrices:

Z(i,:) = Aq(iq,:) * - x Ay(ig,:)

where

d k—1
i=1+> (in—1)]] ne
k=1 =1

1-1 Correspondence between linear index and multi index:

i € [N] & (i1,... iq) € [n1] ® -+ @ [ng]

10/6/2020
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Prototypical CP Least Squares Problem has @ sy
Khatri-Rao Product (KRP) Structure laboratories

min [|ZBT — X"

N>nrn
Z c RV*" BT e R™™" = KRP costs O(Nr) to form
= System costs O(Nnr?) to solve
= KRP structure
* Cost reduced to O(Nnr)

= KRP structure + data sparse
* Cost reduced to O(r nnz(X))

Unknown | —

Khatri-Rao
Product
(KRP)
Structure

Question for today:
Suppose this system is

extremely large? How can
we solve efficiently?

10/6/2020 Kolda - Sayas Seminar



Ingredient #1: Sample Subset of Rows in @ o
Overdetermined Least Squares System Laboratores

. T THZ .
min [ZBT — XT| min [|QZBT - QX7
Z c RVxr BT € R"™*" XT e RV *n 07 c RSX" BT € R™X" OXT c RsXn
Unknown | — —
Sampled | [ Unknown Sampled
KRP Data
Khatri-Rao
May Be
Product y
Very _ )
(KRP) Sparse Complexity reduced from O(Nnr) to O(snr<)
Structure
Key surveys:
! 1 ! ! M. W. Mahoney, Randomized Algorithms for Matrices and Data, 2011;
. ! . i D. P. Woodruff, Sketching as a Tool for Numerical Linear Algebra, 2014
1 [ 1 1
| 1 | 1
ow to sample so that solution of sampled problem
I I | H | hat solution of led probl
yields something close to the optimal residual of the
N>nrmn original problem?
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Ingredient #2: Weight Sampled Rows by
Probability of Selection to Eliminate Bias

Proba biIity Not specifying yet
distribution on rows how these
) probabilities are
of linear system selected

Pick a single random index ¢ with probability pg

Choose .
1 . 1xN
Q— {o 0 = 0 0} c RIX
™~ &th entry

Then (assuming all p; positive) the sampled the
sampled residual equals true residual in expectation:

N 2
1 1
E|QZBT — QX2 = p; H Z(i,:)BT — —XT(i,:)
; VPi VPi
= [|ZBT - XT|?

Sandia
National R
Laboratories ‘-

Pick a s random indices &; (with replacement)
such that P(fj = i) = ;.

Choose §2 € R**N such that Not specifying
yet how s is
determined

1 . .
.. if fj =1
w(.jv Z) — SPi
0 otherwise

Each row has a single nonzero!

Then, as before, we have:

E|QZBT — QXT7||* = |ZBT — XT||*

Survey: D. P. Woodruff, Sketching as a Tool for Numerical Linear Algebra, 2014

10/6/2020
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Optimal Choice for Sampling Probability is @ G
Based on Leverage Scores

211 212 <17

0 2o Zoy

< 232 Z3p
t1(Z)

| 0 zZwn2 ZNr

10/6/2020

a1
8%

Laboratories

h 7 € RVXr g s=0(?In(r)rp™1
Zg Leverage score: where f = min o
Let Q be any orthonormal basis -
of the column space of Z. What if we do uniform sampling?
Leverage score of row i: Pi = %for all i € [N],
= 0:(Z) = |1Q(4, )3 € [0,1] Case 1: u(Z) = r/N (incoherent)
' Coherence: >LF=1=s =0(e?In(r)r)
Z) = g% ti(Z) Case 2: u(Z) = 1 (coherent)
r/N < u(Z) <1 >pB=r/N=>s =0( ?In(r)N)
uy | Rough Intuition: In Case 2, prefer p; = £;(Z)/r, but

Key rows have high leverage score

Survey: D. P. Woodruff, Sketching as a Tool for Numerical Linear Algebra, 2014

Kolda - Sayas Seminar

costs O(N1?) to compute leverage scores!



Aside: Uniform Sampling Okay for “Mixed”
Dense Tensors (Inapplicable to Sparse)

Sandia
National
Laboratories V=

Transform System: min ||®ZBT — ®X||%
BeRan

d7 c RV BT e R™*"  $XT ¢ RYX"

N>nrmn

Choose ® so that all leverage scores of ®Z approximately
equal, then uniform sampling yields f = 1
=  “Uniformize” the leverage scores per Mahoney

= Fast Johnson-Lindenstrauss Transform (FJLT) uses random rows of
matrix transformed by FFT and Rademacher diagonal

=  FJLT cost per iteration: O(rN log N )
Gaining Efficiency for KRP matrices

= Transform individual factor matrices before forming Z

=  Sample rows of Z implicitly

= Kronecker Fast Johnson-Lindenstrauss Transform (KFJLT)

= Special handling of right-hand side with preprocessing costs

= KFJLT cost per iteration: O (7 X, ny logny + sr?)
References

= (. Battaglino, G. Ballard, T. G. Kolda. A Practical Randomized CP
Tensor Decomposition. SIAM Journal on Matrix Analysis and
Applications, Vol. 39, No. 2, pp. 876-901, 26 pages, 2018.
https://doi.org/10.1137/17M1112303

= R.Jin, T. G. Kolda, R. Ward. Faster Johnson-Lindenstrauss Transforms
via Kronecker Products, 2019. http://arxiv.org/abs/1909.04801

10/6/2020
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Ingredient #3: Bound Leverage Scores @ labortorie

KRP: Z=A, G- O A,

Upper Bound on Leverage Score

Lemma (Cheng et al., NIPS 2016;
Battaglino et al., SIMAX 2018):

ti(Z) < ﬁ li, (Ar)

A2 E Rn2><,r, ------------- /L / ‘
Cheap to

A—l ERTMXT ZERNXT‘

71

P Too calculate
expensive to individual
calculate leverage
. 2
O(NT?) scores
NagX 2
l l
Td frovennnnnnnns | I
1-1 Correspondence between linear index and multi index:

N:an i€ [Nl (i1,...,iq) € [m]® - @ [ng]
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Ingredient #4: Use Factor Matrix Leverage
Scores for Sampling Probabilities (Main Thm)

Sandia [l
National R
Laboratories V-

Given linear system: ||ZBT - XT|? with Z=A,® - --

®A1 c RNXT,XT c Ran

—

d
Define sampling 0 .
i i (Ap) for all i € [N

probabilities: ~ kl_[l ( [V]

Leverage Scores
i (Ak) = [|Qr(ik: )12 basis for column space of Ay

where Qy, is orthonormal ]

Pick a s random indices ¢; such that
i) = p; and define

And random
sampling matrix: ~ P(§; =

Solve sampled s : T 9
problem: B. = S o i Rrn |92ZBT — QX|[k
Get probabilistic ~ With probability 1 — § ” ZB _XT ||
F —=

error bound:  for § € (0,1), we have
when number of
samples satisfies:

s =0(r%log(n/d)/e?)

Q c RN with w(y,

1
N=1 s it& =1
0 otherwise
< (14+0()IZB] - XT||%

1-1 Correspondence between linear index and multi index:
i € [N] & (in,..., iqd) € [n1] ® - - ® [ng]

Kolda - Sayas Seminar
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Ingredient #5: Efficient Sampling without

Forming KRP

KRP: Z=A, G- O A,

A1 c R™ X

1

19

N

As € Rn27l

10/6/2020

OZ € R**”

Sampled
KRP

Upper Bound on Leverage Score

Lemma (Cheng et al., NIPS 2016;
Battaglino et al., SIMAX 2018):

ti(Z) < ﬁ li, (Ar)

|

Cheap to
Too calculate
expensive to individual
calculate leverage
O(NT?) scores
O(r* ¥ i)

Sandia
National R
Laboratories ‘-

Recall probability of
sampling row i

1 d
k

=1

Di

But still don’t want to consider all
N possible combinations
corresponding to all rows of Z!

1-1 Correspondence between linear index and multi index:

i € [N] & (i1,...,iq) € [n1] ® - -+ @ [ng]

Kolda - Sayas Seminar




See Reference for Details of Other @ ke, (D
Specializations Laboratories '

: 2
min [ZBT — XT| min [|QZBT - QX7

N X7 T XN N xXn
ZcRY™ B'eR XT e RY™ 07 c RSX" BT € R™X" OXT c RsXn

Unknown | — —
LIS Samp|ed Unknown Samp|ed
KRP Data
Khatri-R
atri-Rao May Be
Product
(KRP) Very
Structur Sparse = Combined repeated samples
dcture = Deterministically include rows with high leverage

scores, including specialized methods for finding
such rows

= Never form XT explicitly, precompute linear indices
for every nonzero and every mode

= Using epochs and estimating error using sampling

10/6/2020 Kolda - Sayas Seminar
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Numerical Resulks
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CP-ARLS-Lev Comparable to CP-ALS @ e,
on Small Uber Problem Laboratories

Uber Tensor: 183 x 24 x 1140 x 1717 Uber Tensor with 3M nonzeros (0.038% dense).
Rank r =25 CP decomposition

0.190 | -
A

2]

> 0.185 | .
éf - CP-ARLS-Lev s = 215

< 0180 — CP-ARLS-Lev s = 216 | |
E ——— CP-ARLS-Lev s = 217

- CP-ALS
0.175 '

| | | |
100 150 200 250 300 350 400

Time (seconds)
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Over 9X Speed-up for Amazon Tensor @ ool (I
with 1.7 Billion Nonzeros aportones

Amazon Tensor: 4.8M x 1.8M x 1.8M Amazon Tensor with 1.7B nonzeros.
Rank r =25 CP decomposition

0.340 | Blest Fit = 0.3397 -

o
) (10X faster) Best Fit = 0.3396
i // 7.5 hours per run
a it = 0.3380 /
(§ 47 minutes per rup//,

| 0.335 1 (9X faster / n
=l // —— CP-ARLS-Lev s = 210

E | ——— CP-ARLS-Lev s = 217

0.330 | | | | | | — CP-ALS B
\ | |
0 5,000 10,000 15,000 20,000 25,000 30,000 35,000

Time (seconds)
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Over 12X Speed-up for Reddit Tensor @ ool (I
with 4.7 Billion Nonzeros (106 GB) aboratons

Amazon Tensor: 8.2M x 0.2M x 8.1M Reddit Tensor with 4.7B nonzeros.
Rank r = 25 CP decomposition

| | | | | |

0.060 1 ., Best Fit=0.0589 e - | — N
. Y 8 hours per run e e
s (12X faster) Best Fit = 0.0593
N< 0.055 " = 96 hours per run n
&2

|
&2 0.050 | —
E —— CP-ARLS-Lev s = 217
—— CP-ALS
0.045 || | —

| | | | | | | |
0 50,000 100,000 150,000 200,000 250,000 300,000 350,000 400,000 450,000 500,000

Time (seconds)
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e

N

4 Larsen and Kolda, )
Practical Leverage-Based
Sampling for Tensor
Decomposition,

fe,)

\arXiv:2006.16438, 2020)

10/6/2020
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Conclusions & Future Work

Tensor decomposition: unsupervised machine learning
Many applications, including social discussion analysis

Model fit via alternating optimization, resulting in series
of least squares subproblems

Subproblems are “tall and skinny”, amenable to
sketching

Leverage-score sampling ideal for sparse data tensors

Can estimate leverage scores cheaply using leverage
scores of factor matrices

Results in huge speedups f

Contact Info: Brett bwlarsen@stanford.edu, Tammy tgkolda@sandia.gov
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